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Realistic model of a vertical pillar quantum dot: Analysis of individual dot data
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An accurate model of a vertical pillar quantum dot is described. The full three-dimensional structure of the
device containing the dot is taken into account and this leads to an effective two-dimensional model in which
electrons move in the two lateral dimensions, the confinement is parabolic, and the interaction potential is very
different from the bare Coulomb potential. The potentials are found from the device structure and a few
adjustable parameters. Numerically stable calculation procedures for the interaction potential are detailed and
procedures for deriving parameter values from experimental addition energy and chemical potential data are
described. The model is able to explain magnetic-field-dependent addition energy and chemical potential data
for an individual dot to an accuracy of about 5%, the accuracy level needed to determine ground-state quantum
numbers from experimental transport data. Applications to excited state transport data are also described.
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I. INTRODUCTION

Vertical pillar quantum dots exhibit an extremely wide
range of interesting physics, particularly in the presence of a
magnetic field perpendicular to the plane of the dot.'-> The
Coulomb blockade allows single electrons to be added to the
dot so the number of electrons can be set precisely, starting
from one. For each number of electrons the ground state
evolves through a series of transitions as the magnetic field is
increased. At zero magnetic field the ground states are well
described by Hund’s first rule and maximum density droplet
(MDD) states occur when the field is increased to a few
Tesla. Finally, fractional quantum Hall droplet and electron
molecule states occur at high fields beyond about 10 T. So,
roughly speaking, there are four regimes but the detailed
picture is much richer. Many transitions occur in between
each of the main regimes and each transition is accompanied
by abrupt changes in the spin and orbital angular momentum
of the ground state. There is experimental'™ and
theoretical®>~'” evidence that these effects occur. However it
is difficult to apply experimental techniques, such as scan-
ning tunneling spectroscopy, to probe the corresponding
quantum states directly. Instead the ground-state quantum
numbers are found by comparing data from transport spec-
troscopy with calculated results. This requires an accurate
dot model that can be used to analyze data for an individual
quantum dot. Development of an appropriate model is the
purpose of the present work.

Although quantum dots are often described as artificial
atoms, there is a very important difference between an arti-
ficial atom and a natural one: all natural atoms of the same
isotope are identical but all quantum dots are different. This
makes it quite challenging to model an individual dot accu-
rately, even when its basic design parameters are known,
because manufacturing tolerances introduce fluctuations in
the parameters and this can have a significant influence on
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dot states. The fact that the dot often consists of a small
region embedded in a much larger device structure just adds
to the difficulty of constructing an accurate model. The ideal
model of an electrostatic quantum dot is a system in which
electrons are constrained to move in the two dimensions par-
allel to the dot plane, are confined by a parabolic potential,
and interact via the Coulomb interaction. The properties of
this model have been examined extensively; see Refs. 10 and
11 for reviews. It gives a good qualitative description of dot
behavior but a more accurate model is needed for data analy-
sis. One possibility is a device model in which the dot con-
fining potential and in some cases the interaction potential
are computed, together with the quantum states, from a com-
bined solution of the Poisson and Schrodinger equations.
This approach was first used to compute the states of dots
defined by a modulated gate!? and was subsequently applied
to dots of the vertical pillar type,'3'® for example. It has
given a great deal of insight into the generic behavior of
devices containing quantum dots. However, it is extremely
difficult to use generic device models to deduce ground-state
quantum numbers from experimental data for an individual
quantum dot.

One of the difficulties encountered in analyzing individual
dot data is that energies have to be computed to very high
precision. The quantity measured experimentally is the gate
voltage at which transport occurs. This is proportional to the
chemical potential, uy, which is the difference of two dot
energies: uy=Ey—Ex_;, Where Ey is the energy of the an
N-electron dot state. Further, the transport data are often pre-
sented as a difference between the gate voltages for two suc-
cessive current peaks. This gives the addition energy,
E n=En. —2Ey+Ey_;, the second difference of Ey with re-
spect to N. Because energy differences are needed to com-
pare theoretical results with experimental data the energies
themselves must be computed very accurately. Typically, the
addition energy is around 3 meV while typical dot energies
are 1 or 2 orders of magnitude larger so that high precision
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FIG. 1. (Color online) (a) Typical vertical pillar dot and (b)
typical transport data. Labels indicate the Landau level filling factor
V.

values of the dot energy are needed for data analysis. How-
ever the potentials found in generic dot models depend on
many parameters, dot dimensions, dopant densities, etc.,
some of which are not known accurately. In principle, these
parameters could be adjusted to fit the data but it is desirable
to avoid fitting a large number of parameters.

The present model lies between the parabolic confine-
ment, Coulomb interaction model, and the generic device
models. The main idea is to develop a model that contains all
the essential physics but depends on a small number of ad-
justable parameters. Three are used in the present work but it
turns out that one of them is not very significant. The model
is a parabolic confinement model, believed to be accurate for
small numbers of electrons.'?> Two of the parameters deter-
mine the parabolic potential but only one of them is signifi-
cant. The interaction potential is determined from a simpli-
fied device structure. The effects of finite thickness and
screening on the interaction in this structure are included
fully and a third model parameter is used to determine the
screening. Essentially, the resulting model reduces to a two-
dimensional, parabolic confinement model with an interac-
tion potential that is very different from the bare Coulomb
potential. The model gives an excellent description of addi-
tion energy data, accurate to about 0.15 meV. It has already
been used to determine the ground-state spin and orbital an-
gular momentum of a pillar dot in the strong magnetic-field
regime.> However Ref. 5 does not contain the detailed expla-
nation of the model and analysis procedures that is given
here.

The model is described in Sec. II and the method used to
calculate the quantum states is detailed in Sec. III. Following
this, parameter fitting procedures for experimental addition
energy and chemical potential data are discussed in Sec. IV.
Then the application of the model to data in the low and high
magnetic-field regimes is described in Sec. V and conclu-
sions are stated in Sec. VI. Finally, the Appendix details
numerical procedures.

II. DOT MODEL
A. Vertical pillar dots

A vertical pillar dot [Fig. 1(a)] consists of a narrow pillar,
typically 500 nm in diameter.* The pillar contains a double
barrier heterostructure (DBH) which provides confinement in
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the vertical (z) direction and is surrounded by a cylindrical
metal gate which carries a negative charge that provides lat-
eral (x,y) confinement. The pillar stands on a substrate
which is heavily doped and there is also a heavily doped
region at the top of the pillar. These heavily doped regions
provide source and drain contacts that enable the transport
properties of the device to be investigated. A unique advan-
tage of the vertical geometry is that it is not sensitive to edge
states which affect transport through lateral devices in the
high magnetic-field regime.

In a typical experiment, the source-drain current is mea-
sured as a function of the gate voltage V,, source-drain volt-
age V,;, and magnetic field B parallel to the pillar. Typical
results’ are shown in the bottom frame of Fig. 1. This image
shows the condition for an electron to enter the dot at fixed
source-drain bias. It is well known that transport through the
device is Coulomb blockaded except at certain values of V,
and V; (Ref. 4). In Fig. 1 the current is intensity coded so
that dark regions correspond to the largest current. The Nth
dark curve shows how the gate voltage needed for the Nth
electron to enter the dot depends on the magnetic field. The
lowest curve in the figure corresponds to N=1.

The exact condition for electron transport is

e Vsd
2

. ()

eVsd
Mot = py—eal(Vey)Voyy = pe -
2
where . is the contact chemical potential, V,y is the gate
voltage at which the Nth electron enters the dot, and « is an
electrostatic leverage factor. At zero source-drain bias this
reduces to

ea’( VgN) VgN =MN T Me (2)

so that the gate voltage at which transport occurs is a mea-
sure of the dot chemical potential relative to the contact. For
transport data in the form of a gate voltage difference,
Von—Ven—i is proportional to the addition energy,
Esn=Eyn. —2Ey+Ey_; if @ and . are independent of N.
Hence the first and second differences of the dot energies are
needed to compare theory with experiment.

B. Overview of model

The dot model takes account of vertical confinement, lat-
eral confinement, and interactions between dot electrons. The
quantum well between the double barriers is relatively nar-
row (12 nm) so the electrons are confined to the ground state
of the vertical motion. This leads to a quasi-two-dimensional
model in which the interaction is modified by the vertical
confinement, physically the effect is to smear out the Cou-
lomb singularity.

The lateral confinement is generated by the cylindrical
side gate and in principle the lateral confinement potential
may be found by solving the Poisson equation, Refs. 12-15
and 17, for example. However in the present case, N is small
so the spatial extent of the dot state (<50 nm) is very small
compared to the pillar diameter (=500 nm). Therefore the
only part of the confining potential that has a significant
effect on the dot electrons is the part near the minimum
which is parabolic. In addition, observation of shell structure
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in the device considered here’ shows that the device has a
high degree of circular symmetry. The lateral confining po-
tential is therefore taken to be VC=V0+m*w§r2/2, where r is
the lateral radial coordinate and w, is found from
fhiwg=a+b(N—-1), where a and b are fitting parameters. The
constant Vj, is not needed for the present analysis because the
addition energy is independent of V|, and the chemical poten-
tial is also independent of V; when uy taken relative to u,.
Previous work has shown that the parabolic approximation is
consistent with experiment® and accurate for small numbers
of electrons,'? that is, electrons in the first and second shells
at B=0.

The screening is mainly caused by heavily doped contacts
that are relatively close to the dot, around 10 nm from the
well. This is close enough for the contact regions to have a
significant screening effect on the interaction between the dot
electrons. This is treated in the Thomas-Fermi approximation
and the screening length in the contact region is taken to be
a fitting parameter. Full details of the present approach to
screening and finite thickness are given in the following two
sections.

C. Finite thickness

The finite thickness is taken into account via the envelope
function for electrons in the ground state of the vertical
quantum well. In addition to the smearing of the Coulomb
singularity, this also changes the effective mass to the aver-
age mass, m" given by

Lz&_l_(l_pw)’ (3)

£
my,

where p,, is the probability of finding an electron in the well.
The dot considered here is made from InGaAs containing 5%
In, and the In reduces the mass. The barrier is made from
AlGaAs containing 22% Al and this increases the mass. The
net effect is to reduce the mass to 0.0653my,, slightly less
than the GaAs value. The averaging procedure also applies to
systems with spin-orbit coupling. In this case, it is found that
the Dresselhaus spin-orbit coupling parameter has to be av-
eraged in a way similar to the effective mass. This has been
used for studies of spin relaxation in the present device.'3

The finite thickness also contributes to the effective g fac-
tor, |g*|, for the dot which is very different from the bulk
effective g factor. The dot g factor is determined from the
experimentally observed Zeeman splitting® in the same de-
vice that is used for the data analysis performed here.
|g¥|=0.3 for the dot when B=10 T, compared with
|¢¥|=0.44 for quasi-2D GaAs. The reduced value for the dot
is consistent with the effect of vertical and lateral
nonparabolicity.!” The nonparabolicity also makes the effec-
tive g factor depend on magnetic field and Landau level
index'” but the resulting corrections to u, are probably
smaller than experimental error. A constant g factor is there-
fore used and the Zeeman energy is accounted for by adding
g" mpBS. to the orbital energy. Here up is the Bohr magneton
and S, is the z component of the total spin S. The effective g
factor is assumed to be negative, as in bulk GaAs, so
g =-03.
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D. Screening

The most important source of screening in the present
device is the heavily doped contacts above and below the
dot. The dielectric response of the disordered contact mate-
rial is not well understood but can be treated approximately
in the static Thomas-Fermi approximation. This allows the
screening length to be estimated from the density of states at
the Fermi level, however, this is not known accurately for the
contact material. Hence the screening length is taken to be a
fitting parameter which is determined from experimental
data.

The screened interaction between dot electrons? is found
from the electrostatic Green’s function G(R,R’) which sat-
isfies

-V -[(e(R)g VG(R,R') ]=-g3(R)e(R)€;:G(R,R’)
+ R -R'), (4)

where e(R) is the relative permittivity, go=27/\, inside the
contacts, go=0 outside the contacts, and R=(r,z). Because a
detailed theory of magnetic-field-dependent screening by the
three-dimensional (3D) contact material is not available, the
screening length, A, is taken to be independent of the mag-
netic field. This approximation should be good when the
screening length does not change significantly over the field
range used in the experiments and it is assumed that this is
the case. Equation (4) is simplified by making use of the fact
that the dot is an order of magnitude smaller than the pillar.
This means that the Green’s function is almost translationally
invariant in the lateral direction and can be found to a good
approximation by replacing the pillar by a stack of dielectric
layers of infinite extent in the lateral directions. € and ¢ then
do not depend on r. So the Green’s function is translationally
invariant in the lateral directions and can be expressed as a
Fourier transform:

G(R,R) = # G(q.z,7")expliq - (r—r')]dq. (5)

The Fourier components of the Green’s function satisfy

d d
- d—[e(z)éo—G(q,z,z’)] + e(2)elq” + 45(2)1G(g.2.2")
z dz

=d8z-z2"). (6)
The solution of this equation has the form
f2)g(z')
G 94y "=- A > ,9
(¢.2.2") W 2>z
2)f(z
G(q,z,z')=—%, z<z, (7)

where f and g are solutions of the homogeneous equation
corresponding to Eq. (6) and W is their Wronskian. These
solutions are chosen to satisfy f—0 when z— +% and
g—0 when z— —cc. Although the analytic form of G is as
given in Eq. (7), severe numerical instabilities are encoun-
tered when this form is evaluated unless special precautions
are taken. The problem is that the G has rapidly growing
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FIG. 2. Effective 2D interaction (solid line). Dashed lines show
the 1/ limiting form and the 1/ Coulomb interaction.

components which cause exponent overflow. Exactly the
same mathematical problem is encountered in calculations of
evanescent wave propagation in electron diffraction theory
and the solution used here is a reflection matrix approach
developed for calculations of reflection high-energy electron
diffraction.?!=?3 This is detailed in the Appendix.

Once the Green’s function has been found, the Fourier
components of the effective two-dimensional interaction are
obtained in the form of an integral:

Usy(q) = € J X @x*(')G(q,z,2")dzdz’, (8)

where y is the quantum well ground state. The separable
form of the Green’s function, Eq. (7), enables this integral to
be evaluated efficiently. The form of the effective interaction
in real space is very different from a pure Coulomb interac-
tion. Because of the screening, the interaction is dipolelike at
long range and decreases like 1/7° in the limit of large r.
Also the Coulomb singularity is removed by the finite thick-
ness because the electrons are able to move out of the dot
plane and avoid each other. The real-space effective interac-
tion as a function of r is shown in Fig. 2. U,,(r) is calculated
numerically from its Fourier transform U,,(g) for the layer
structure shown in Fig. 1 (see also Table I) and A;=10 nm, a
typical screening length. The length unit is the 2D harmonic
oscillator  length  parameter, A\?>=#A/(2m*(Q))  where
Qz=w(2)+ wf/ 4 with o, as the cyclotron frequency. The en-
ergy unit E, =¢?/(4me, €)\) where ¢, is the relative permit-
tivity in the well that contains the dot. It is clear that U(r) is
significantly different from the 1/ Coulomb interaction and

TABLE 1. Layer structure of the device model.

Thickness

Layer Composition (nm)
Top contact n* GaAs

Buffer i GaAs 3
Barrier Al Gag 7gAs 9
Well Ing 05Gag 95AS 12
Barrier Aly 2, Gag 73As 7.5
Buffer i GaAs 3
Bottom contact n* GaAs
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approaches the 1/7° form in the limit of large r. The same
limiting form appears in other quasi-2D systems.?*

The effect of the dielectric interfaces in the device on the
effective interaction is accounted for fully in the Green’s
function formalism. In addition, the dielectric interfaces have
an effect on the vertical confinement potential. This results
from the interaction of each electron with its own image
charges and is also accounted for in the Green’s function
formalism. The image charge contribution to the vertical
confinement is obtained from the nonsingular part of the
Green’s function?® and in the present case the image charge
contribution is

e

2 0
GW
Vilz) = f |:2q6w€0G(quvZ)_E dg, (9)

8me, €

where €=¢, when z is in the well, €=¢,, the barrier relative
permittivity, when z is in the barrier and €=(e,,+¢€,)/2 when
z is at the interface between the well and the barrier. The
image charge term leads to a small change in the vertical
confinement which is taken into account via perturbation
theory.

Another source of screening in the present device is the
metallic, cylindrical side gate. In principle, this breaks the
translational invariance of the effective lateral interaction
however this effect is expected to be small. The magnitude of
the effect can be estimated from the electrostatic Green’s
function for an infinite metallic cylinder.”> Numerical calcu-
lations of the Green’s function suggest that the effect is <1%
within a region of radius ~10 nm in the center of the cylin-
der. The effect is clearly largest for electrons at the edge of
the dot but the interaction between these electrons and elec-
trons in the center of the dot is suppressed by the screening
effect of the contacts. These considerations suggest that the
effect of the gate is small for the small electron numbers
considered here (N=35). However, the effect could be sig-
nificant for larger electron droplets whose edge is closer to
the metallic gate.

E. Model Hamiltonian

The effective Hamiltonian for the two-dimensional dot
model is

2
T’ 1
Hep= 2 — 5 + V(1) + NE, + g" ugBS. + ~ > Upy(r;— 1)),
i 2m 2[#/
(10)

where w=p,+eA, p, is the lateral momentum, A is the mag-
netic vector potential, r=(x,y), V, is the lateral confining
potential, E,=(x|H |x)+AV, is the perpendicular energy,
and AV is the perturbation caused by the image charge term.
The effective g factor is determined experimentally (Sec.
II C). The layer structure of the device is detailed in Table I
and the material parameters used for the present calculations
are detailed in Table II. Although the model Hamiltonian has
been justified here on physical grounds it can also be justi-
fied formally by considering a variational trial function of
form W=1II,x(z;)®(r, ...ry), where ® is antisymmetric and
includes spin functions. When this is used to minimize the
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TABLE II. Material parameters for the device model.

Parameter Material Value
m*/mg Al,Ga;_,As 0.067+0.083x
m*/mg In,Ga,;_,As 0.067-0.045y
V,, (meV) Al Ga;_,As/In,Ga;_,As 823x+640y
€, Al Ga;_As 12.7-3.12x
€, In,Ga;_,As 12.7+2y

expectation value of the full 3D Hamiltonian, the result is
H_;; plus small corrections, with the effective mass given by
Eq. (3).

III. CALCULATION OF EIGENSTATES

The effective Hamiltonian H. is very similar to the
Hamiltonian for a two-dimensional parabolic dot with a Cou-
lomb interaction. Hence the eigenstates of H. are found in
the usual way by numerical diagonalization in a Fock-
Darwin basis.!? The only difference between the usual calcu-
lation and the present one is that matrix elements of the
effective interaction U,, have to be computed. In the case of
the Coulomb interaction these matrix elements are normally
found from the Fourier transform of the interaction and the
calculation involves an integral over g (Ref. 10). In the
present case the Fourier transform approach is also used.
U,,(q) has the form F(q)V,,(q), where V,,(q) is the Fourier
transform of the Coulomb interaction, e2/ (47e, €r), in two
dimensions, and F(gq) is a form factor that is computed nu-
merically from the Green’s function. The only difference be-
tween the standard treatment of the interaction in a 2D dot
and the present treatment is the appearance of the form factor
in the ¢ integral. This integral is done numerically by Rom-
berg integration.

The Fock-Darwin states are labeled by an angular mo-
mentum quantum number / and a radial quantum number n.
The many-electron basis used for the diagonalization con-
sists of Slater determinants formed from these states. It is
important to minimize the size of this basis as expensive
calculations have to be performed repeatedly to fit the model
parameters. The Hamiltonian is block diagonalized accord-
ing to the value of the total orbital angular momentum L and
total spin S. For N=4 the basis for each L is formed from
Fock-Darwin states with n=3 and all / values compatible
with the required L value. For N=5 the size of the basis is
limited by making use of the fact that the radial excitation is
an inter-Landau level excitation and hence has large energy
in a strong magnetic field. This enables the maximum n
quantum number to be reduced as a function of magnetic
field. In the present case, the maximum value of » is taken to
be the integer part of 6.9-0.28B which corresponds to a
maximum #n of 6 at B=0 T and 2 at B=14 T. All Slater
determinants compatible with this n value are then con-
structed and those Slater determinants whose energy is
within 100 meV of the lowest energy determinant are re-
tained in the calculation. This rejection step reduces the total
number of determinants slightly and saves some computer
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time. The accuracy of the numerically calculated ground-
state addition energies is estimated to be 0.1 meV or better.
The B-dependent cutoff on n leads to small steps in the en-
ergy as a function of B which result from the sudden change
in the number of basis states that occurs whenever the integer
part of 6.9-0.28B changes. These artifacts are typically
around 0.01 meV, about an order of magnitude smaller than
experimental error.

IV. DATA ANALYSIS
A. Parameter fitting

The model parameters are obtained from an unweighted
least-squares fit of the entire data set. This corresponds to
minimizing the rms difference between experiment and
theory. The minimization is done with the Levenberg-
Marquardt algorithm.?® This procedure is generally accepted
to give reliable parameter values provided the number of
features in the data exceeds the number of fitting parameters,
a condition that is satisfied in the present case.

B. Experimental data

Two data sets are used. The first (set 1) was collected as
part of an experiment to investigate ground-state transitions
in the high-magnetic field regime.’ These data are used to
analyze addition energies (Figs. 3 and 4). The data were
taken with a fairly high magnetic-field resolution (0.05 T)
and consists of a limited number of Vv curves, N =2,3, 4,
and 5 only. The measurements were performed in a dilution
refrigerator and the electron temperature is estimated to be
below 100 mK.

The second data set (set 2) is used to analyze chemical
potentials (Fig. 5). These data were collected under similar
conditions to set 1 but over a wider range of N, a smaller
magnetic-field range and a lower field resolution (0.1 T). In
addition, the device was subjected to one thermal cycle be-
tween collecting the two data sets. Set 2 was collected first
then the device was taken up to room temperature and cooled
again to collect set 1.

C. Analysis of addition energy data

The ground-state addition energy is the difference of two
successive chemical potentials: E y=Ey, —2Ey+En_;
=y — M- It follows from Eq. (2) that Ey at fixed mag-
netic field is related to two successive gate voltages:

Eyy=ela(Vyyi)Voni1 — a(Von) Vonl, (11)

which is valid provided that the contact chemical potential
. 1s independent of V, and therefore cancels when the aV,
values are subtracted. Equation (11) can in principle be used
to find E4y from experimental values of a and V,. However
this requires very accurate values of both a and V,. Typical
values of E,y are around 3 meV, while typical values of
eaV, are around 60 meV. So both @ and V, need to be
measured to an accuracy of 0.1% or better to measure E 4y to

*0.1 meV. V, is known to this accuracy for the present
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Eny1-2 By + Ey.g (meV)

0 2 4 6 8 10 12 14
Magnetic field (T)
FIG. 3. Experimental and theoretical addition energies. The field

range used for parameter fitting is 0=B =14 T. Diamonds: experi-
mental data, solid lines: theoretical results.

device but « is not. Equation (11) is therefore approximated
by

EAN=€C_“N+1(VgN+1 - VgN)’ (12)

where @y, =[a(V,y,1)+a(Vyy)]/2. This suppresses the ran-
dom errors which would result from use of Eq. (I11) but is
only valid when a(V,y) varies sufficiently slowly with N.
This is assumed to be the case. The validity of this assump-
tion cannot be tested without more data on a however the
results based on this assumption are found to be consistent
with results of chemical potential analysis, Sec. IV D. An-
other factor that limits the present analysis is that a depends
on the magnetic field as well as V, but is only known for a
sample of field points at intervals of around 1-2 T. The «
values at intermediate field points have to be obtained by
linear interpolation and this introduces a further systematic
error which is difficult to quantify. In principle, both this
systematic error and the one resulting from use of a can be
eliminated by performing detailed measurements of a.
Figure 3 shows the comparison between experimental and
theoretical addition energies for N=2, 3, and 4. All three
curves were used simultaneously to fit the parameters, as
described in Sec. IV A. It is clear that the absolute values of
the experimental and theoretical data agree very well. The
raw experimental data are shown in the figure together with
raw theoretical data. There is no shifting or scaling of the
theoretical curves. The agreement is generally good but there
are some discrepancies, particularly around 4-6 T and above
10 T. To investigate the cause of these discrepancies the data
were fitted again in the restricted field range 0=B=10 T.
The results are shown in Fig. 4 and it is clear that the fit is
better, particularly around 4-6 T where the double peak
structure for N=3 and N=4 is reproduced very well. The
improvement in the fit can be quantified by the rms differ-
ence between experiment and theory. The value correspond-
ing to Fig. 3 is 0.23 meV while for Fig. 4 it is 0.15 meV.
The deterioration in the quality of the fit when the full
data range is used could be caused by factors not included in
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Enyq - 2 Ey + Epq (MeV)

0 2 4 6 8 10 12 14
Magpnetic field (T)
FIG. 4. Experimental and theoretical addition energies. As Fig. 3

except that the field range used for parameter fitting is
0=B=10 T.

the model or uncertainties in the experimental data. The most
likely causes are impurity effects, screening, and insufficient
knowledge of a.

Both impurity effects and screening could depend on
magnetic field. Impurity effects are not included in the
present model but are likely to be more significant in the
very strong field regime. The mean distance between the
impurities in the heavily doped contacts is around 10 nm.
This gives a fluctuating contribution to the dot potential on a
similar length scale. But at zero magnetic field the typical
diameter of the dot state is around 20-30 nm. Hence the
effect of the impurities will tend to average out. Indeed the
experimental evidence is that the present device has a high
degree of circular symmetry.> However as the magnetic field
increases the dot wave function shrinks and eventually be-
comes smaller than the length scale of the potential fluctua-
tions. Impurity effects would be large in this regime but the
magnetic fields used in the present work are probably too
low for this to happen. Magnetic-field-dependent screening
is another possible cause of discrepancies but if the
magnetic-field dependence was significant, it would probably
occur throughout the field range, while the discrepancies are
mainly in the high field range.

The remaining possible cause of the discrepancies is that
the value of « is not known to sufficient accuracy in the

ey =
10 ‘_‘_____éié
g [ N=3 -
6
N=2

Hy(B) - 14(0) - A pg(B) (meV)

Magnetic field (T)

FIG. 5. Experimental and theoretical chemical potentials. Dia-
monds: experimental data, solid lines: theoretical results.
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high-field regime. In this case the parameters determined by
fitting the data up to 10 T are expected to provide an accurate
description of the dot in the field range up to 14 T but the
problem lies in the numerical value of the experimental ad-
dition energy. There is some evidence that this is the case:
excited state features predicted by the present model are
found to correspond to features in experimental excitation
spectra in the high-field regime.’> The value of « is not
needed to identify these features and this suggests that the
discrepancies in the high field addition energy are most
likely to be related to insufficient knowledge of a.

The best fit parameter values corresponding to Fig. 4 are
a=4.8+0.1 meV, b=0.02*=0.01 meV, and A
=15.0*=3 nm. Here the statistical errors correspond to the
parameter range compatible with the fluctuations in the data
shown in Fig. 4 but exclude the unquantifiable uncertainty in
a. These values are taken to give the best model of the
present device. The value of b suggests that the confinement
energy increases slowly with gate voltage but the opposite
would be expected from electrostatics of the device. How-
ever the value of b is comparable to its error so a model with
constant confinement or slowly decreasing confinement
would probably give an equally good fit to the data.

D. Analysis of chemical potential data

In principle, Eq. (2) can be used to obtain wy from the V,
data but the appearance of the contact chemical potential .
in this equation presents an obstacle. The absolute value of
M. 1s not known. In addition, w, is expected to vary with
magnetic field and its field dependence is not known. Part of
the difficulty can be eliminated by taking the chemical po-
tential relative to the chemical potential for the first electron
at zero magnetic field. The contact chemical potential is writ-
ten as w.(0)+Au.(B), where A, vanishes when B=0.
Equation (2) becomes

e[a(VgN7B)VgN(B) - a(vgl’o)vgl(o)]
= pn(B) = p1(0) = Ap(B). (13)

This enables experimental and theoretical values of uy(B)
—1,(0) to be compared provided that a model for Au(B) is
available. A model investigated in the present work is
Ap(B)=\T?+(hw,/2)*~T, where I is a fitting parameter.
An advantage of analyzing chemical potential data is that Eq.
(13) is less sensitive to errors in @ than Eq. (11) however the
disadvantage is that the results depend on the model chosen
for Au(B).

Chemical potential data analysis requires a data set that
contains V,; so that uy(B)—u,(0) can be found. However set
1 does not contain results for N=1 so set 2 is used instead.

The comparison between experimental and theoretical
chemical potentials is shown in Fig. 5. As with the addition
energy, a very good fit is obtained without any scaling or
shifting of the theoretical data. The rms difference between
the experimental and theoretical curves is about 0.12 meV.
The best fit parameter values are a=4.8%*0.1 meV,
b=-0.06+0.02 meV, A,=16.0x2 nm, and r
=7.4%0.3 meV. Except for the sign of b, these values are
consistent with the values obtained by fitting the addition
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FIG. 6. (Color online) Experimental and theoretical excitation
spectra. Left frame: experimental excitation spectra. The gray scale
image shows dly,/dV, in the B, V, plane for N=1-6. Right frame:
theoretical excitation spectra for N=2-5. The dashed lines show
the upper bound of the excitation stripe, AE=2 meV. Roman font
labels indicate the features listed in Table III.

energy. As with the addition energy the absolute magnitude
of b is small and the statistical error in b is relatively large.
This suggests that the variation in fiw, with N is not very
significant for the small N range considered here.

The best model of the device is believed to be the model
that results from fitting the addition energy because an extra
parameter is needed to fit the chemical potential data and it is
preferable to keep the number of fitting parameters to a mini-
mum. The addition energy model was therefore used in Ref.
5 to determine ground-state quantum numbers from transport
data. The visual comparison of excited state features in Ref.
5 was then performed with an approximate value of I', 8.2
meV. This is valid in the case of the studies reported in Ref.
5 because the absolute value of u=N(B) is not needed to
identify the magnetic fields at which features occur.

V. APPLICATIONS OF THE MODEL
A. Low field data

The model parameters are found by fitting to the ground-
state addition energies so comparison of theoretical and ex-
perimental excitation energies is a good test of the predictive
power of the model. This comparison is performed here for
the low magnetic field regime, B=5 T, to which the model
has not been applied before. A discussion of the high field
regime is available in the literature,’ see also Sec. V B.

The experimental excitation energy data, Fig. 6 (left
panel), consist of the derivative of the source-drain current,
dly,/dV,, plotted as an intensity image in the B, V, plane.
The electron number ranges from 1 to 6. The data were col-
lected in a measurement separate from those leading to sets 1
and 2. The source-drain voltage V,;=2 mV so the maximum
excitation energy that can be probed is 2 meV. For each
electron number there is a stripe that corresponds to this 2
meV window. The width of each stripe depends on B and V,,
because of the B and V, dependence of a. Within each strip
there are dark lines that correspond to transport through ex-
cited dot states. The excitation energy is found by scaling the
line position to the stripe width. This gives excitation ener-
gies, AE, to an accuracy of about =0.1 meV, together with
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field values accurate to about =0.02 T. In addition to the
excitation lines, there is “noise.” Some of this is caused by
emitter states which result from density of states fluctuations
in the heavily doped contacts. To extract the B dependence of
the excitation lines it is necessary to distinguish contact fea-
tures from dot features. This can be done by rejecting fea-
tures that do not depend on N (Ref. 5), for example. How-
ever the excitation lines in Fig. 6 have gaps and are of
variable intensity so the present quantitative comparison is
based on features such as level crossings and crossings of
excitation lines with the upper boundaries of the excitation
stripes. These features can be identified unambiguously by
comparing the topology of the experimental and theoretical
data.

The theoretical excitation energy data are shown in the
right frame of Fig. 6. The figure shows uy(B)—pu,(0)
—Apu.(B) for electron numbers in the range 2 to 5. For each
N the energies of the ground state and lowest four excited
states are calculated and the value of uy(B)—u,(0)
—Apu.(B) is found for the ground state and each of the ex-
cited states. The excited state lines that fit into the 2 meV
excitation window are shown by the solid lines in the figure.
The continuous solid line at the bottom of each stripe is the
ground-state chemical potential and this coincides with the
lower boundary of each excitation window. The dashed line
at the top of each stripe shows the upper boundary, 2 meV
above the ground-state line.

Qualitatively, there is very good agreement between the
theory and experiment. However some of the experimental
excited state lines are not continuous and there is some noise.
The singlet-triplet transition of the two-electron system is
clearly visible (a) and so is the excited state triplet line (b-a).
For three electrons there are ground-state transitions in the
4-5 T interval in both the theory and experiment and an
excited state line is visible in the experimental data. This
may correspond to the second excited state line (c) in the
theory. However it is difficult to identify this experimental
line unambiguously because it does not extend to the excita-
tion stripe boundary. It is also possible that this line corre-
sponds to the first excited state line below line (c) in the
theory. In the case of four electrons there are ground-state
transitions (d) and (e) in both theory and experiment. In ad-
dition, an excited state line which has a flat maximum is
present in the experimental data. This corresponds to the
crossing (h) in the theory but small symmetry breaking ef-
fects such as disorder change the crossing into an anticross-
ing and lead to a maximum in the experimental data. The
second excited state line (f-g) is also clearly visible in both
the theory and experiment. For five electrons the ground-
state transition (j) has the distinctive form of a maximum and
is clearly present in both theory and experiment, and some
short excited state lines emerge from this crossing. Further,
for both four and five electrons the experimental ground-
state line is broadened in the regions between 4 and 5 T. This
corresponds to the region where the theory predicts that
ground and excited state levels cluster together and excita-
tion gaps shrink. Although the agreement is generally good,
there are some discrepancies. For N=1 the theory predicts no
excitations within the 2 meV window at fields below 5 T but
there is some structure in the experimental data. This is
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TABLE III. Comparison of features in experimental and theo-
retical spectra. Features (a), (d), (e), and (j) are ground-state transi-
tions. For these features AE=0 and (L,S)—(L',S’) indicates low
field values of (L,S) followed by high field values. Features (b), (f),
(g), and (h) are excitation energies at the points shown in Fig. 6 and
defined in the text. For these features (L,S)=>(L’,S’) indicates ex-
cited state (L,S) values followed by the ground-state values. The
theoretical fields are accurate to =0.05 T.

AEExp AEThe BExp BThe
Feature N (meV) (meV) (T) (T) (L,S) values
(a) 2 0.0 0.0 4.2 3.8 (0,0)—(1,1)
(b) 2 2.0 2.0 1.15 075 (1,1)=(0,0)
(d) 4 0.0 0.0 033 03 (0,1)—(2,0)
(e) 4 0.0 0.0 4.06 4.0 (2,00—@3,1)
(f) 4 1.0 1.24 0.0 0.0 (0,00=(0,1)
(2) 4 2.0 2.0 0.86 0.70 (0,0)=(2,0)
(h) 4 15 171 157 13 (0,1)=(2,0)
0) 5 00 00 139 125 (1,3)—(4.3)

thought to be caused by emitter states. Similarly, for N=5 no
excitations are predicted in the 2 meV window at zero mag-
netic field but there is some structure in the data.

The quantitative experiment-theory comparison for the
features that can be identified unambiguously is detailed in
Table III. In the case of the singlet-triplet transition of the
two-electron system (a), the predicted transition field is about
0.4 T lower than in the experiment and the point where the
triplet excitation line crosses the 2 meV excitation boundary
(b) is also about 0.4 T lower. This discrepancy is thought to
be a consequence of the thermal cycling since the positions
of the singlet-triplet transition agree well in the addition en-
ergy data, Fig. 4.

The four-electron system is particularly rich in features
that can be identified unambiguously. Ground-state transi-
tions at 0.33 and 4.06 T agree very well with transitions at
0.3 T (d) and 4.0 T (e) in the theory. The excitation energy of
the second excited state (f) at zero magnetic field agrees with
theory to 0.24 meV while the position of the crossing of the
second excited state line with the excitation stripe boundary
(g) agrees with theory to 0.16 T. The excitation energy at the
excited state crossing (h) agrees to 0.21 meV and its position
agrees to 0.27 T. It is more difficult to identify features in the
five-electron data as there is more noise. However the posi-
tion of the ground-state transition (j) agrees to 0.14 T.

B. High field data

Data in the high magnetic-field regime beyond the MDD
is analyzed with the present model in Ref. 5. Although fitting
procedures are not discussed in Ref. 5, it is emphasized that
identical procedures and parameters are used in both Ref. 5
and the present work. One of the main findings of Ref. 5 is
the existence of intermediate spin states in the regime be-
yond the MDD. The MDD is spin polarized but as the mag-
netic field increases a transition to a partly polarized state
occurs, followed by a spin polarized state, then another
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partly polarized state and so on. The quantum numbers found
for the N=5 dot studied in Ref. 5 are consistent with general
ideas about symmetry and electron molecular states.”? In the
specific case of the N=5 partly polarized states, calculations
of the pair correlation function indicate that there is a super-
position of four- and fivefold symmetry with a dominant
fivefold component. Further details are given in Refs. 27 and
28.

VI. CONCLUSION

An accurate model of a vertical pillar quantum dot has
been developed which is able to reproduce addition energy
and chemical potential data for individual quantum dots. Ex-
perimental addition energies are reproduced to an accuracy
of around 0.15 meV and this is accurate enough to enable
ground-state spin and orbital angular momentum quantum
numbers to be determined from transport data. Although the
three-dimensional device structure is accounted for, the re-
sulting physical model reduces to one in which electron mo-
tion is restricted to the two lateral dimensions, the confine-
ment is parabolic and the interaction potential differs
significantly from the bare Coulomb potential.

The model only contains three adjustable parameters. Of
these the parameter that describes the N dependence of the
confinement energy does not appear to be significant over the
small N range considered here and it is likely that a two
parameter model would give similar accuracy to the present
one. For dots with larger N it would be possible to include
nonparabolic confinement. This would increase the number
of model parameters but with larger N there would be more
data so the additional parameters could probably be deter-
mined reliably.

Although the model parameters are determined by fitting
ground-state data, the model is able to give a good descrip-
tion of the low lying excited states. The model energies agree
with experiment to about 10-20% and the positions of fea-
tures in magnetic-field-dependent data agree to similar accu-
racy. One of the factors limiting the accuracy of the present
analysis is uncertainty in the value of the electrostatic lever-
age factor . Accurate measurements of & would enhance the
scope and applicability of the present analysis.

The general approach described here is not limited to ver-
tical pillar dots. In principle, similar analysis procedures
could be developed for any type of dot, provided a good
physical model is available.
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APPENDIX: NUMERICAL CALCULATION OF GREEN’S
FUNCTION

The functions f and g and the Wronskian W [Eq. (7)] are
needed to find the Green’s function. To find f and g the
system is divided into thin slices, such that € and ¢, are
constant in each slice. In the present case this simply means
that each layer of the structure is subdivided into thin slices
but the same numerical procedure is applicable to any form
of €(z). The nth slice occupies the region between z,,_; and z,,
and is characterized by a relative permittivity €,, g value
q>=q*+q%(z) and a thickness 1, =z,~2z,_;. Within each slice f
and g have the form A, exp(—g,z)+B, exp(q,z). The two
terms in this expression are analogous to evanescent waves
in diffraction theory and it is convenient to use the language
of diffraction theory to describe them. Thus the reflected
wave R which decays in the positive z direction has the form
R=A, exp(—q,z). Similarly, the transmitted wave T which
decays in the negative z direction has the form T
=B, exp(q,z).

The amplitudes at successive slices are related via a trans-

fer matriX,
( ’+1 ) ( ) ( )
T‘n m3 m4 Tn ’

where R, and T, are amplitudes just below the interface at z,,,
that is within the slice of relative permittivity €,. The bound-
ary conditions on G are used to find the elements of the
transfer matrix: g and e(z)dg/dz are continuous and the same
holds for f. Therefore

(A1)

1 €,q

my = _(1 + = )exp(— Qn+1tn+1)7
2 €1+19n+1
1 €,q

m2=_<1 - — )exp(— Qn+1tn+1)»
2 €n+19n+1

1 €14
msy= 5 1-

>exp(qn+ltn+l) s
€n+19n+1

eﬂq n

€n+19n+1

1
my = E(l + )exp(qn+ltn+l) . (A2)
It is well known that direct application of Eq. (Al) is nu-
merically unstable. Instead it is necessary to compute the
ratio r,=R,/T, which corresponds to the reflection coeffi-
cient at each interface.?!~>3 The notation used here is similar
to that of Ref. 23. The reflection coefficient r, satisfies

mr,+m, (A3)

el = msr, + my |
where the m; are the elements of the transfer matrix [Eq.
(A2)] for going across the interface at z, to the interface at
Zn+1- Equation (A3) can be used to step r, provided that the
denominator of the fraction is not small. If the denominator
does become small an alternative relation can be used to step
r;] (Ref. 21) but this was not needed for the present work.
The procedure for finding g is as follows. Deep inside the
bottom contact g decays exponentially so the only compo-
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nent present is T,. Hence r, is found from Eq. (A3) starting
from ry=0. Once r,, is known g, is found from the relations

Tn = (m3rn + m4)_lTn+l >

gn:Rn+Tn:(1 +rn)Tn’ (A4)
which follow from Eq. (A1) and the definitions of R, and T,
Equation (A4) is applied with the initial condition Ty=1,
where the topmost slice ends at zy. This procedure corre-
sponds directly to the one used in diffraction theory.

The procedure used to find f is slightly different. f is
required to decay exponentially deep inside the top contact,
that is, it only has a reflected component there. This means
that the inverse reflection coefficient 7,/R, vanishes deep
inside the top contact. Hence it is convenient to re-express
Egs. (A3) and (A4) in terms of the inverse transfer matrix

defined by
(Rn) B (”1 ) ) (Rn+1 )
T, ny ng/\Tpyy )
where R, and 7, are amplitudes just below the interface at
Z,-1, again within the slice of relative permittivity e,. The

boundary conditions on G lead to expressions for the inverse
transfer matrix elements:

(A5)

1 €,
ny= 5(1 + 1 )exp(qn+ltn+l)’

1 €, n
ny= —(1 - M)‘“P(— Qn+ltn+l)’
2 ndn
1 €n+19n+1
ny=-— l—— GXP(C]n+1fn+1)’
2 nn
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1 €
n4=5<1+~ﬂiﬁﬁﬂ)emx—qwn%+o. (A6)
The inverse reflection coefficient satisfies
~—1
~1 — n3 + n4rn+1 (A7)

—1
ny+nar, .

and this relation is used to step ?;], starting from the initial
condition 7y.,=0. Here the notation 7 is used to emphasize
that r and 7 are computed with different initial conditions so
7! is not the inverse of r. Once F;l is known, f, is found

from the relations

_ —1 -1
Rn+l_(nl+n2rn+l) Rn’

fu=R,+T,=(1+F"R,, (A8)

with the initial condition Ry=1.

The Wronskian W is independent of z and can be evalu-
ated at any convenient position. This requires f, g and their
derivatives. The derivatives are found from

daf
d_Z = qn[_ An eXP(— an) + Bn eXP(‘]nZ)] = qn(T_ R)
(A9)
together with a similar expression for dg/dz. This leads to

(1-7"r,)
fngn b

(1+70 +r,) (A10)

W=- 2q€w €
which is valid away from dielectric interfaces.

The relations given here have been found to be numeri-
cally stable for the device considered in the present work.
But in general it is possible for the calculation of the
Wronskian to underflow, causing overflow in the calculation
of the Green’s function. However this is only likely to be a
problem for very thick systems and where underflow could
result from the exponential form of f and g.
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